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[1] The Weather Research and Forecasting (WRF) model, running at cloud-resolving
model resolution (1.3 km and 0.6 km), is used to simulate cumulus updraft speeds
associated with three distinct convective regimes sampled during the intensive observing
period of the Tropical Warm Pool–International Cloud Experiment (TWP-ICE) near
Darwin, Australia. The WRF model produces strong updrafts during a monsoon break
period and weaker updrafts during an active monsoon period, consistent with
observational proxies of convective strength. It also captures the observed feature of
midlevel convection during a suppressed monsoon period. The ability of the WRF model
to differentiate the updraft speeds among three subperiods is robust to changes in its
microphysics and turbulence schemes, resolution, and forcing procedure. For comparison
to the parameterized diagnostic updraft speeds in the Goddard Institute for Space Studies
Single Column Model (GISS SCM), we define an equivalent mean updraft speed for deep
convection in the WRF simulation as the ratio of the domain average upward flux of
hydrometeors to the domain average hydrometeor water content. Parameterized
convective updraft speeds diagnosed from the thermodynamic structure in the SCM can
reproduce the WRF difference between the active and break period updraft strength and
the shallower suppressed monsoon convection, but only if a free parameter that
regulates entrainment strength is allowed to vary. SCM updraft speeds are consistently too
strong in the upper troposphere compared with the WRF. Hydrometeor profiles in both the
WRF and the SCM are sensitive to assumptions about the ice phase microphysics.
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1. Introduction

[2] Diagnosing convective updraft speeds in general
circulation models (GCMs) is important for at least two
reasons. First, the strength of updrafts determines the
vertical transport of convective condensate and the detrain-
ment into anvils whose microphysical and radiative prop-
erties are important to climate feedbacks [Del Genio et al.,
2005]. Most climate GCMs compute only the cumulus mass
flux (proportional to the product of updraft speed and area).
Such models cannot physically partition detrained (small
hydrometeor) versus precipitated (large hydrometeor) con-
densate and therefore must specify an ad hoc precipitation
efficiency parameter. Second, convective updraft speed
regulates interactions among supercooled liquid water,
graupel, and ice above the 0�C level and thereby controls

the occurrence of lightning [Petersen and Rutledge, 2001],
which is a leading cause of weather-related fatalities and
property damage [Curran et al., 2000]. Only a few global
numerical models parameterize convective updraft speeds
[Sud and Walker, 1999; Bechtold et al., 2001; Donner et al.,
2001; Jakob and Siebesma, 2003]. Most recently, a new
version of the Goddard Institute for Space Studies (GISS)
GCM implemented a simple estimate of convective updraft
speeds. It was able to reproduce observed land-ocean differ-
ences in convective intensity and predicted significant
changes in convection strength in a warmer climate [Del
Genio et al., 2007].
[3] Many previous studies have used convective updraft

speeds to define the intensity of convection, with greater
convective updraft speeds indicating a more intense storm
that lofts more ice into anvils and produces more lightning
[Zipser et al., 2006]. It is well established that convection is
stronger over land than over ocean. Zipser and Lutz [1994]
have shown in composite field experiment profiles that
vertical velocities near the 0�C level of 10–12 m/s are
typical over land as opposed to only 4–5 m/s over ocean.
Zipser et al. [2006] show that the Tropical Rainfall Mea-
suring Mission (TRMM) data indicate a distinct preference
for extreme intense convective events to be located over
land.
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[4] Darwin, Australia (�12.4�S, 130.9�E) is a low-
latitude coastal site that experiences a wide variety of
convective environments depending on whether more mar-
itime or more continental air is being advected over the site.
The convective regimes at Darwin include active monsoon
periods with storms somewhat like those typical of a
maritime environment; relatively suppressed monsoon peri-
ods; and monsoon break periods with occasional strong
continental-type convection [May and Ballinger, 2007]. The
Tropical Warm Pool– International Cloud Experiment
(TWP-ICE) sampled all these environments during January–
February 2006, using ground-based remote sensing instru-
ments operated by the Australia Bureau of Meteorology
and the U.S. Department of Energy Atmospheric Radiation
Measurement Program (ARM). These observations were
supplemented by aircraft flights and an array of atmospheric
soundings that provide large-scale forcing to drive Cloud-
Resolving Models (CRMs) and Single Column Models
(SCMs). A description of the convective regimes during
TWP-ICE, associated meteorological conditions, and the
observational strategy is given by May et al. [2008].
[5] TWP-ICE provides a good opportunity to verify the

ability of models to simulate the differences between weak
versus strong and deep versus shallow convective regimes.
Direct aircraft observations of convective updraft speeds
were not made during TWP-ICE. Vertical motions can be
retrieved from polarimetric radar data at Darwin but are not
yet available. Our strategy instead is to use the Weather
Research and Forecasting model (WRF) running at CRM
resolution as a bridge to connect the TWP-ICE observations
to SCM simulations. CRMs are increasingly being used to
guide the development of climate model cloud parameter-
izations. Many such studies analyze CRM-simulated pre-
cipitation, heating profiles, or cloud fields [e.g., Fridlind et
al., 2004; Li et al., 2009], but these are actually dependent
on the updraft strengths of individual convective cells. In
our study, we will first examine the statistics of convective
updraft speeds simulated by the WRF model during TWP-
ICE to see whether it can produce stronger updrafts in the
break than in the active period given only differences in the
thermodynamic structure. This is in itself a research ques-
tion of considerable interest, since it has also been claimed
that convective strength is sensitive to the aerosol load
[Michalon et al., 1999]. (The TWP-ICE period was char-
acterized by generally smaller aerosol loads than were
present during the earlier biomass burning season [Allen
et al., 2008].) We are also interested in whether the WRF
can simulate the shallower congestus-type convection ob-
served during the suppressed monsoon period, since the
sensitivity of convection depth to free-troposphere humidity
is known to be a weakness of SCM cumulus parameter-
izations [Derbyshire et al., 2004]. If the WRF model can
produce such differences, we can use it as a benchmark to
evaluate parameterized convective updraft speeds in an
SCM during the same time periods.
[6] This paper is organized as follows. Section 2

describes the surface and satellite remote sensing data sets
used to evaluate the models. Sections 3 and 4 discuss the
WRF model and GISS SCM physics and the setups
employed for the baseline experiments. The results of
simulations with both models, including various sensitivity

tests, are considered in section 5. Our conclusions and
directions for further research are given in section 6.

2. Data

[7] The TWP-ICE SCM variational analysis forcing data
[Zhang et al., 2001; Xie et al., 2007] (hereafter SCM forcing
data) are used to drive the GISS SCM to simulate the
different TWP-ICE convective regimes. The data are
3-hourly with 40 layers from 1015 to 40 mbar. In this
study, three 3-day subperiods typical of each regime are
simulated: 1200 UT 19 January 2006 to 1200 UT 22
January 2006 for the active period; 1200 UT 27 January
2006 to 1200 UT 30 January 2006 for the suppressed
monsoon period; and 1200 UT 9 February 2006 to
1200 UT 12 February 2006 for the break period.
[8] The 6-hourly ECMWF operational analysis and fore-

casting system model output (http://www.ecmwf.int/
products/data/operational_system/index.html) together with
temperature and moisture profiles from the SCM forcing
data are used to drive the WRF model. The ECMWF
product covers 20�N–20�S, 110�E–280�E at 0.5� horizon-
tal resolution at 15 levels from 1000 to 10 mbar.
[9] Although observations of convective updraft speeds

are not available, other data provide indirect inferences
about convective strength. For example, the C-Band Polar-
imetric Radar (C-POL) data product provides 10-min 3-D
gridded reflectivity and microphysical type retrievals [May
and Keenan, 2005] at a horizontal resolution of 2.5 km over
a domain with a radius of 150 km and a vertical resolution
of 0.5 km from 0.5 to 20 km. In addition to the greater
penetration depth of high reflectivity values during strong
convection, these retrievals indicate the height to which
graupel extends and thus the degree to which liquid water
has been lifted above the 0�C level.
[10] Lightning flash rate is another proxy for convection

strength. Three dimensional locations of lightning strokes
from the DLR Lightning Network (LINET) [Betz et al.,
2004] within a horizontal domain of �2.5� � 2.5� roughly
centered at Darwin are considered. We first divide the
domain into 5 km � 5 km ‘‘cells’’ and sum all detected
strokes over each 1-min interval in each cell. Averaged over
each subperiod, this gives us two observational metrics, the
mean number of flashing cells and the flash rate (in flashes/
min) for each flashing cell. Boccippio et al. [2000] suggest
that distinguishing between these two metrics is important,
because TRMM Lightning Imaging Sensor data indicate
that the large land-ocean difference in lightning flash rate is
primarily caused by the much greater spatial density of
flashing cells over land and only secondarily by higher flash
rates per cell.
[11] The Active Remotely Sensed Cloud Layers (ARSCL)

product [Clothiaux et al., 2000] is used to identify cloud top
(and thus indirectly the penetration depth of convection)
using the millimeter cloud radar (MMCR) [Moran et al.,
1998] reflectivity at 10-s resolution over 512 vertical
levels. Surface precipitation data are used to distinguish
heavy versus light precipitating or nonprecipitating times.
Precipitation is obtained from the TWP Surface Meteorol-
ogy Station (SMET) at the Central Facility, which uses
conventional in situ sensors to obtain the rain rate at 1-min
resolution. These data are required because ARSCL is
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sometimes attenuated in heavy rain. This problem was
exacerbated during TWP-ICE by a �15 dBZ loss of
sensitivity in the MMCR due to an earlier lightning strike
(G. Mace, personal communication, 2007). Thus, we also
use independent cloud top height estimates from C-POL and
from MTSAT (Multifunctional Transport Satellite) visible
and infrared measurements using the VISST algorithm
[Minnis et al., 2001, 2006]. MTSAT provides gridded data
with 0.5� resolution from 0� to 17�S and 125�E–136�E.

3. WRF Model

[12] The Weather Research and Forecasting (WRF) me-
soscale numerical weather prediction model with the Ad-
vanced Research WRF dynamical solver, version 2.2
[Skamarock et al., 2007] is used to simulate TWP-ICE
convection. The model has fully compressible nonhydro-
static equations and complete Coriolis and curvature terms.
The vertical coordinate is mass-based and terrain following.
The model uses Arakawa C-grid staggering. The prognostic

variables are in scalar-conserving flux form. Physics pa-
rameterization options are described in section 3.3.

3.1. Standard Setup (WRF-ORIG)

[13] Initially, we set up the WRF model near the TWP-
ICE Darwin area with three singly nested domains encom-
passing the region (5�S–19�S, 124�E–138�E) from the
surface to 50 mbar (Figure 1, top). The outer domain has
78 � 78 grid boxes with 20 km horizontal resolution; the
middle domain 130 � 130 grid boxes with 4 km resolution;
and the inner domain 210 � 210 grid boxes with 1.3 km
resolution. The area of the inner domain is equivalent to that
of the SCM parent GCM’s grid box and comparable to the
scale represented by the separation distances of the six
sounding locations used to derive the SCM forcing data.
The ratio of the grid spacing of the 3 domains is 15:3:1. The
WRF model is initialized by the ECMWF output for all
three domains. Boundary conditions are updated every 6 h,
using ECMWF for the outer domain and the simulations
from the corresponding outer parent domains for the two

Figure 1. (top) Definitions of the WRF inner, middle, and outer domains used for the simulations.
(bottom) (left) Mean potential temperature and (right) relative humidity profiles for each subperiod from
the SCM forcing data.
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nested domains. Excluding the initial 12-h spinup period
makes little difference in our results.
[14] The SCM forcing mean thermodynamic structure

during the three subperiods is shown in Figure 1 (bottom).
The lapse rate is slightly more unstable during the break
period than at other times, due both to a warmer boundary
layer and a colder upper troposphere. The entire troposphere
is almost saturated during the active period and consider-
ably drier at other times, especially between 200 and
800 mbar. The larger undilute parcel buoyancy (following
Bolton [1980]) for the break period relative to the active
period in the SCM forcing data (Figure 2, top) is diagnostic
of why the break period has stronger convection. Compared
with the SCM forcing data, WRF inner domain simulations
show large (�1 g/kg) dry biases in the mean water vapor
mixing ratio (r) profiles at low levels (Figure 2, bottom),
which lead to underestimates in the mean convective
available potential energy (CAPE) (Table 1). The CAPE
error is especially large (�900 J/kg) for the suppressed
monsoon period.

3.2. New Method Setup (WRF-ARM)

[15] More reliable estimates of convective updraft speeds
are expected if the forcing supplied to the WRF inner
domain is more closely constrained to agree with the
observed SCM forcing data. We therefore tested an alternate

setup in which we retain only the inner domain. For this
setup the WRF is driven with the ECMWF winds but with
the ECMWF T, r profiles replaced by the T, r profiles from
the SCM forcing data in the initial condition and at the inner
domain boundaries every 6 h. The effect is somewhat
similar to nudging since the reinitialized conditions at the
boundary affect the inner domain over an advective time-
scale. The resulting r and CAPE biases are smaller (Figure 2
and Table 1) than those from WRF-ORIG, although a
nonnegligible low-level dry bias remains during the active
period. It is not clear whether the remaining �0.5 g/kg
difference between WRF and the SCM forcing is a WRF
problem or a shortcoming of the forcing; the forcing
humidity profiles are actually slightly wetter than several

Figure 2. (top) Undilute parcel buoyancy profiles for each subperiod derived from the SCM forcing
data and the WRF-ARM and WRF-ORIG runs with the Thompson microphysics and 50 layers.
Buoyancy is calculated by finding the parcel in the lowest 3 km with the maximum equivalent potential
temperature, with its properties defined as the average over a 500 m depth; lifting the parcel following a
pseudoadiabtic process; and comparing the parcel virtual temperature to the environment virtual
temperature. (bottom) Mean water vapor mixing ratio differences between the WRF and SCM forcing
data (model minus data) for the WRF-ARM and WRF-ORIG setups.

Table 1. Three-Day Mean CAPE Values From the SCM Forcing

Data, WRF Runs With ECMWF Forcing, and WRF Runs With

ECMWF-ARM Forcinga

Mean CAPE (J/kg) Active Suppressed Monsoon Break

SCM forcing 1627 1833 2094
WRF-ORIG 1056 948 1890
WRF-ARM 1138 1663 1947
aNotation: WRF runs with ECMWF forcing, WRF-ORIG; WRF runs

with ECMWF-ARM forcing, WRF-ARM. CAPE is defined as the
integrated buoyant energy (as defined in the Figure 2 caption) from the
level of free convection up to the level of vanishing buoyancy.
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individual sonde profiles by a similar amount. We show
later that the effect of using the WRF-ORIG versus the
WRF-ARM setup on the subperiod mean convective up-
draft speeds is fairly small, but given the improved ther-
modynamic structure we use the WRF-ARM setup for all
other simulations described in this study.

3.3. Resolution and Physics Parameterizations

[16] Sensitivity to resolution and parameterized physics is
tested by running the WRF with various physics packages
and grid sizes (Table 2).Three microphysics schemes are
compared: the WRF single moment six-class (WSM6)
scheme [Hong et al., 2004; Skamarock et al., 2007], the
Thompson scheme [Thompson et al., 2004]; and the Purdue
Lin scheme [Chen and Sun, 2002]. All the schemes have six
classes of hydrometeors including water vapor, cloud liquid,
rain, cloud ice, snow, and graupel. The Thompson scheme is
intended to limit excessive snow and graupel growth in
midlatitude winter environments. We also compare results
using two planetary boundary layer (PBL) turbulence
schemes: the Yonsei University scheme (YSU) [Hong and
Pan, 1996; Skamarock et al., 2007], which uses a counter-
gradient flux approach for nonlocal effects, and the Mellor-
Yamada-Janjic level-2.5 turbulence closure scheme (MYJ)
[Mellor and Yamada, 1982; Janjic, 1990, 1996, 2002]. The
YSU run uses the Monin-Obukhov surface scheme, while
the MYJ run uses the Monin-Obukhov-Janjic scheme. In all
runs, a thermal diffusion land surface scheme is employed
[Skamarock et al., 2007]. Radiation is treated using the
RRTM longwave scheme, a spectral-band radiative transfer
model using the correlated-k method [Mlawer et al., 1997],
and the Dudhia [1989] shortwave scheme. The Kain-Fritsch
cumulus parameterization [Kain and Fritsch, 1993] is used
in the outer domain, while moist convection is simulated
explicitly in the middle and inner domains. The runs use
either 30 or 50 vertical layers and 1.3 or 0.6 km horizontal
resolution, with a time step of 3.3 (2.5) s at the lower
(higher) horizontal resolution. Model output is sampled
every 5 min.

4. GISS SCM

[17] The GISS SCM is based on the Goddard Institute for
Space Studies (GISS) Model E GCM [Schmidt et al., 2006]
but with updated cloud and convection physics. The cumu-
lus parameterization utilizes an updraft mass flux scheme
with a closure that produces neutral buoyancy at cloud base.
The mass flux is partitioned between two plumes entraining
at different rates, as described below. The first plume is
intended to represent the convective core; its entrainment
rate is assumed to be lower than that of the second plume.
Downdrafts are formed at any level for which an equal

mixture of updraft and environmental air is negatively
buoyant; upon reaching the boundary layer, they are used
to diagnose a gustiness correction to surface turbulent
fluxes. A Marshall-Palmer particle size distribution is as-
sumed for updraft condensate along with empirical size-
fallspeed relations for liquid, graupel, and fluffy ice [Del
Genio et al., 2005]. Frozen hydrometeors are all ice at
�40�C and all graupel at 0�C with a linear transition in
between.
[18] Convective updraft speeds (wc) in the operational

model are diagnosed from the SCM gridbox thermodynamic
structure using the relationship proposed by Gregory
[2001],

1

2

@w2
c

@z
¼ ag

T 0
v

Tv
� rh

� �
� e zð Þw2

c � bD zð Þw2
c ; ð1Þ

where g is gravity, Tv is virtual temperature, the prime and
overbar are in-cloud and environmental values, rh is
hydrometeor mixing ratio, D(z) the fractional detrainment
rate due to cloud outflow, e(z) the fractional entrainment
rate, and a = 1/6 and b = 2/3 are dimensionless constants.
Entrainment is assumed to reduce parcel buoyancy by a
factor C,

e zð Þw2
c ¼ Cag

T 0
v

Tv
� rh

� �
: ð2Þ

The two plumes are differentiated by different values of C
(0.3 versus 0.6). The fraction of the particle size distribution
with fallspeeds less than, comparable to, or greater than the
updraft speeds determines the amount of condensate that is
advected upward, detrained, or precipitated, respectively. In
the GCM, this parameterization is able to distinguish strong
continental from weak maritime convective updraft speeds
in general agreement with field experiment composite
updraft speed profiles [Del Genio et al., 2007]. For our
purposes a deep convective event is defined as one with
continuous upward motion over a depth >450 mbar.
[19] The GISS SCM has 40 layers with top at 0.1 mbar. It

is driven by the SCM forcing data and reinitialized every
6 h with observed T, r profiles to avoid obscuration of the
cloud response by climate drift, and to be consistent with
the WRF model boundary condition updating timescale.
The SCM is not spun up, because our goal is to evaluate
whether it produces realistic convective updraft speeds and
hydrometeor profiles given observed T, r profiles rather than
to assess the fidelity of its temporal evolution. The model is
sampled every half-hour time step.
[20] In addition to runs with the nominal model, we

conduct several sensitivity tests varying the constant C in

Table 2. WRF Model Settings for Different Runs

Horizontal Resolution (km) Vertical Resolution (layers) Microphysics Scheme PBL Scheme

Thompson-30 1.33 30 Thompson Yonsei U.
WSM6–30 1.33 30 WSM6 Yonsei U.
Lin-30 1.33 30 Purdue Lin Yonsei U.
Thompson-30-MYJ 1.33 30 Thompson Mellor-Yamada-Janjic
Thompson-50 1.33 50 Thompson Yonsei U.
Thompson-fine 0.60 50 Thompson Yonsei U.
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the Gregory scheme that determines the magnitude of the
entrainment rate in (2). We also test an alternative entrain-
ment rate parameterization proposed by Neggers et al.
[2002]. Neggers et al. performed large-eddy simulations
(LES) of several shallow cumulus field experiment case
studies and showed that at the parcel scale, the model cloud
vertical structure and updraft speed profile could be ap-
proximated using an entrainment rate given by

e zð Þ ¼ h
t

1

wc

; ð3Þ

where t is an eddy turnover timescale (taken to be 300 s)
and h is a free parameter of O(1). This parameterization has
not to our knowledge been tested at GCM grid scales or on
deep convection.
[21] We also vary assumptions made in the nominal

model about the phase and size distribution of hydrome-
teors. Collectively we refer to these as the ‘‘new micro-
physics.’’ The new version changes the size-fallspeed
relation for ice from that for dendrites to that for unrimed
radiating assemblages [Locatelli and Hobbs, 1974], as
recommended by C. Woods (personal communication,
2007). This allows ice to fall out somewhat faster. We also
change the intercepts of the Marshall-Palmer distribution for

ice and graupel to those used by Lin et al. [1983] in their
CRM microphysics, which also leads to faster fallout. We
change the partitioning of ice and graupel to be a function of
updraft speed so that graupel extends to higher altitude
when the updraft is stronger. Finally, we change the tem-
perature at which liquid convective condensate in rising
parcels freezes from 0�C in the nominal model to �15�C,
which delays the release of latent heat owing to ice
formation. The microphysics changes have a small effect
on wc through the rh term in (1) but a substantial impact on
the hydrometeor profile (and thus detrained condensate).

5. Simulated Updrafts in WRF and the SCM

5.1. Baseline Simulation

[22] For the WRF model, a deep convective column is
defined as any gridbox with vertical velocity w � 1 m/s and
hydrometeor mixing ratio rh � 10�4 kg/kg over a depth
>450 mbar, consistent with that used in the GISS SCM and
by Xu and Randall [2001]. The hydrometeor threshold
affects the results by <1 m/s. Figure 3 shows percentiles
of deep convective updraft speeds for each subperiod, using
the Thompson microphysics and 50 layers. Expected differ-
ences in intensity and penetration depth among the three
convective regimes are captured by WRF. Updraft speeds
are weaker during the active period than during the break

Figure 3. Percentiles of deep convective updraft speed from the Thompson-50 run for the active,
suppressed monsoon, and break periods. The red line is the equivalent mean updraft speed profile.
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period, especially in the upper troposphere. Some of the
difference may be due to the underestimate of CAPE during
the active period (Table 1), but the sense of the active-break
difference is consistent with parcel buoyancy differences
between the subperiods (Figure 2). Convection is actually
strongest in the lower troposphere during the suppressed
monsoon period, but most of the convection is of the
midlevel congestus type, with relatively few updrafts pen-
etrating beyond the 300 mbar level.
[23] Using this CRM information to evaluate an SCM is

not straightforward. At a given timestep, an SCM only has
one or a limited number of updraft speed profiles, although
aggregated over time they might produce distributions of
updraft speed like those in the WRF [see, e.g., Del Genio et
al., 2007, Figure 3]. Determining which aspect of the
distribution of w is most relevant depends on the scientific
application. For convective cloud feedback, our motivation
for diagnosing w in a GCM is to more realistically estimate
the vertical transport of hydrometeors. This depends on the
competition between the updraft speeds and hydrometeor
fallspeeds, which varies nonlinearly from one updraft col-
umn to another within the WRF domain.
[24] Therefore, to compare with parameterized SCM

updraft speeds, we define an equivalent mean updraft speed
weq for deep convection in WRF as the ratio of the domain
average upward flux of hydrometeors for each half hour
period (the SCM physics time step) to the domain average
hydrometeor water content, and we average the result over
each TWP-ICE subperiod,

weq ¼ wrhh i= rhh i; ð4Þ

where h i is the domain average over a half hour and the
overbar is the 3-day subperiod time mean. In (4) rh includes
cloud liquid, rain, cloud ice, snow, and graupel. The profiles
of weq are close to but slightly larger than the mean updraft
speeds, most notably in the upper troposphere during the
break period, because the strongest updrafts transport more
large hydrometeors upward and thus detrain more
condensate.

5.2. Comparisons With Data

[25] The most reliable aspect of a CRM simulation should
be its dynamics. However, direct observations or radar
retrievals of updraft speeds are not yet available for TWP-
ICE, so we cannot directly validate the simulated updraft
speeds in Figure 3. Our break period mean updraft speeds
are several m/s stronger in the upper troposphere than core
maximum vertical velocity estimates from a radar profiler
over Darwin during continental conditions in an earlier year
[May and Rajopadhyaya, 1999]. The 90–95th percentile
WRF updraft speeds for the break period are comparable to
the strongest 10% of updraft speeds reported by Zipser and
Lutz [1994] for in situ measurements during a midlatitude
continental field program. The WRF active period updraft
speeds are several m/s stronger than those compiled by
Zipser and Lutz for several tropical oceanic field experi-
ments, but this difference seems reasonable given that the
TWP-ICE active period samples coastal convection with a
maritime influence rather than truly oceanic convection.
[26] We can, however, use indirect observational

measures of convective depth and intensity during TWP-

ICE to get a sense of whether the simulated convection
differences among the subperiods might be reasonable
benchmarks for SCMs. First, we examine the WRF cloud
top occurrence distribution relative to the ARM ARSCL
product (Figure 4). This is not a direct measure of convec-
tive penetration depth, but it should often be close in
convectively disturbed environments such as the active
and break periods in which detrainment into anvils occurs
near the level at which rising motion ceases. During the
suppressed monsoon period, the peak near 12–13 km is
instead due to cirrus advected into the Darwin area from a
cyclonic disturbance to the southwest; the actual convection
top is at �9 km (where cloud top occurrence goes to zero)
or lower at this time [May et al., 2008]. The WRF cloudy
area is defined as inner domain gridboxes with total cloud
mixing ratio (cloud ice + cloud liquid) >1 � 10�6 kg/kg and
total hydrometeor mixing ratio >1 � 10�4 kg/kg. The first
criterion filters out spurious thin clouds unrelated to con-
vection that the WRF produces above �14 km altitude,
probably owing to errors in the SCM forcing (A. Fridlind,
personal communication, 2008); the latter criterion is con-
sistent with that applied to convective columns by Xu and
Randall [2001].
[27] Surface-based cloud radar measurements may be

attenuated during heavy precipitation [Naud et al., 2008].
This is especially a problem for TWP-ICE owing to the
�15 dBZ loss of sensitivity in the MMCR. ARSCL profiles
exhibit qualitative differences depending on whether the
surface rain rate is > or �0.4 mm/h. Figure 4 shows that
during times of very light or no precipitation (RR �
0.4mm/h), the model cloud top distribution matches
ARSCL fairly well except for the lowest cloud tops. WRF
cloud tops during the suppressed monsoon are somewhat
lower than observed, but the simulated convection at this
time extends to a level more like what is seen by ARSCL
(Figure 3). During heavy precipitating events, however, the
most frequently occurring ARSCL cloud top is �6 km
lower than that in the WRF and �3–4 km lower than that in
ARSCL itself during light rain periods (only the active
period is shown, but similar behavior occurs at other times).
[28] Such a large difference in the apparent attenuation

for rain rates as light as 0.4 mm/h is surprising, but other
indicators suggest a similar problem with ARSCL. We
applied a threshold on microwave liquid water path to see
whether significant within-cloud attenuation due to sus-
pended droplets might occur even when surface rain rate
was light, but this made little difference. Furthermore,
independent estimates of cloud top from satellite and
C-POL Radar also indicate an ARSCL bias during precip-
itation events. Figure 5 (top) shows the probability distri-
bution function (PDF) of the differences between nearly
coincident MTSAT infrared cloud top height and ARSCL
cloud top height, separately for nonprecipitating or light-
precipitating and more heavily precipitating times. Random
differences between the MMCR and MTSAT are expected
because they do not sample identical areas. The PDF is
symmetric for nonprecipitating or light-precipitating times,
with a median difference of 0.6 km. However, MTSAT
cloud tops are systematically higher for heavily precipitat-
ing times, with a median difference of 2–3 km and an
occasional bias as large as 6–7 km. The difference between
the C-POL radar highest detected cloud top and ARSCL
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(Figure 5, bottom) also supports this argument, with a
median difference of 1.4 km during heavily raining periods
and even larger maximum biases. During lightly precipitat-
ing or nonprecipitating periods, by contrast, C-POL slightly
underestimates cloud top relative to ARSCL, consistent
with the analysis of Frederick and Schumacher [2008].
[29] One major observed difference between active and

break period convection at Darwin is the greater radar
reflectivities above the 0�C level during break periods
[May and Ballinger, 2007]. This is diagnostic of stronger
updrafts lofting larger droplets into the upper troposphere,
initiating more active mixed-phase microphysical processes.
Vertical profiles of simulated hydrometeor water content
(Figure 6) show that condensate is transported to higher
altitude during the break simulation, as expected, but the
details depend on the microphysics scheme employed. The
Thompson microphysics produces enhanced condensate
during the break period primarily in the middle troposphere,
while the WSM-6 and Purdue Lin schemes have a larger
active-break difference in the upper troposphere.
[30] The C-POL product includes 10 hydrometeor types

[May and Keenan, 2005]. Graupel occurrence is of partic-
ular interest, because graupel formation requires collisions
between supercooled liquid and low-density ice and is thus

diagnostic of the strength of convective updrafts. For
comparison with WRF, we combine the C-POL dry graupel,
wet graupel, hail, and half of the rain-hail mix into a single
graupel category. The resulting graupel occurrence profiles
are shown in Figure 7. The relatively high occurrence of
graupel above 8 km during the break period in C-POL
suggests stronger convective updraft speeds. For the WRF,
the WSM-6 and Purdue Lin schemes produce too much
graupel and higher graupel occurrence for the active period
than for the break period. The Thompson scheme makes too
little graupel, but it at least produces higher graupel occur-
rence for the break period relative to the active period.
[31] Finally, we examine the implications of the WRF

updraft speeds for lightning production. There is consider-
able uncertainty about exactly how convective updraft
speed is related to lightning. To compare to the LINET
data, we aggregate the 1.3 km resolution WRF columns into
5.2 km � 5.2 km ‘‘cells’’ analogous to those created for the
data. In each deep convective cell we average the individual
updraft speed profiles into a single mean profile. We then
count each cell as either flashing or nonflashing depending
on whether the maximum updraft speed in the mean profile
over a given temperature range exceeds a predetermined
threshold. We find that a range of �10 to �20�C (roughly

Figure 4. Cloud top occurrence PDFs from ARSCL and the WRF Thompson-50 runs for times with
rain rate (RR) � 0.4 mm/h and for times with RR > 0.4 mm/h.
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consistent with the levels where most graupel is formed; see
Figure 7) and a threshold updraft speed of 15 m/s (i.e.,
above about the 90th percentile of w, consistent with the
strongest 10% of updrafts shown by Zipser and Lutz [1994])
gives the closest match to the LINET data. For cells
identified as flashing in this way, we estimate the flash rate
using Boccippio’s [2002] ‘‘most consistent’’ land formula
f = 1.52 � 10�3 w2.67 (which gives much better results
than his ocean relationship).
[32] For these definitions, the WRF implies slightly fewer

flashing cells and higher flash rates per cell than observed,
but both the model and the LINET data indicate twice as
many flashing cells, and 35–40% higher flash rates per cell,
during the break period than during the active period
(Table 3). The total domain flash rate (the product of the
number of cells and the flash rate per cell) is higher in the
WRF than in the data, but both indicate �2.8 times as much
lightning during the break period relative to the active
period. This should not be considered a validation of the
WRF, only a qualitative indicator that its distribution of
updraft speeds is reasonable and capable of sensing the
active-break differences. The results suggest that if the
Boccippio [2002] relationship is corrected downward by a
factor of 2, this approach might be useful for CRMs coupled
to chemistry models that wish to estimate lightning produc-
tion of NOx. The lightning flash rate implied by the

equivalent mean updraft speed profile is considerably
smaller (0.2 versus 1.7 fl/min for active versus break), since
lightning originates from the high-end tail of the w distribu-
tion. These results suggest that WRF might be useful for
developing a lightning parameterization suitable for GCMs
by relating the width of the w distribution to its mean value.

5.3. Sensitivity Tests

[33] The results from the baseline WRF run indicate that
the model is capable of simulating basic differences in the
character of convection among the three TWP-ICE subper-
iods. However, CRMs can be sensitive to physics parame-
terization choices and resolution. To determine how robust
WRF is as a benchmark for the SCM, we performed a series
of sensitivity tests using different microphysics schemes,
PBL schemes, vertical and horizontal resolutions, and
forcing setups (Table 2 and Figure 8). For the active period,
the equivalent mean updraft speed profiles are insensitive to
changes in the microphysics scheme, PBL scheme, and
resolution, with the exception of the slightly higher upper
troposphere updraft speeds seen in the Purdue Lin simula-
tion. For the break period, the strength of the updraft speeds
is more sensitive to parameterized physics and resolution
above the 0�C level, but in all cases the updrafts are still
stronger than those for the active period. The differences
among the break period runs are partly due to the different
evolution of the thermodynamic structure over the 3-day
integration period and partly a sampling issue due to the
small number of convective events, as we discuss later. For
the suppressed monsoon period, most runs reproduce the
observed midlevel convection feature, with updraft speed
differences among the runs somewhat less than for the break
period; however, penetration depths are higher than ob-

Figure 5. PDFs of cloud top height difference (kilometers)
(top) between satellite infrared (MTSAT) and ARSCL data
and (bottom) between C-POL Radar and ARSCL data for
the active period. The PDFs are sorted into populations with
rain rate �0.4 mm/h and >0.4 mm/h.

Figure 6. WRF hydrometeor water content profiles in
deep convective cells for the active and break periods for
the 30-layer Thompson, WSM-6, and Purdue Lin micro-
physics runs. The mean 0�C level is at 545 mbar.
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served for the WSM-6 and Purdue Lin microphysics. For
this subperiod, the results are affected by the 450 mbar
thickness requirement used to identify deep convective
columns, since some events are close to this depth and thus
may be included or excluded from the mean profile depend-
ing on the vertical resolution and the definition employed.
For example, if the thickness criterion is changed to
500 mbar, the peak in the suppressed monsoon updraft
speed profile shifts upward by �50 mbar.
[34] Another sensitivity test compares updraft speed pro-

files from runs with the two different WRF model settings
(WRF-ORIG and WRF-ARM) described in section 3.
Figure 9 shows updraft speed profiles and temperature
biases for both runs. Convective updraft speed is slightly
stronger during the break period and slightly weaker during
the active period when the thermodynamic structure is more
tightly constrained to follow that observed (WRF-ARM),
but the differences are fairly small and the sense of the
active-break difference does not depend on how the inner
domain is forced. For the suppressed monsoon period, on
the other hand, only the WRF-ARM run is able to simulate
the dominant middle-level convection. The important dif-
ference appears to be warmer temperatures and thus a
slightly stronger stable layer near and above the 0�C level

(350–600 mbar) in WRF-ARM, which causes parcels to
reach their level of neutral buoyancy and limits convection
to the congestus stage. In WRF-ORIG, the weaker stable
layer allows the convection to remain weakly buoyant near
0�C and penetrate to the upper troposphere much more
often, which greatly reduces the CAPE relative to that
observed (Table 1) and excessively dries the lower atmo-
sphere (Figure 2).
[35] Finally, the algorithm to identify deep convective

columns may bias the weq profiles because we only average
over individual columns, which assumes that convection is
upright, while in reality, updrafts are sometimes tilted with
height. To investigate the extent of this bias, we consider the
active period, during which weq in individual columns
decreases above the 600 mbar level (Figure 3) as an
example. We selected a timestep at which the weq profile

Figure 7. Garupel occurrence profiles from C-POL data and from the WRF Lin-30, WSM6–30, and
Thompson-30 runs. The mean 0�C level is at 5.1 km.

Table 3. Lightning Statistics From LINET Data and WRFa

Number of
Flashing Cells Flash Rate/Cell

Domain Flash
Rate

LINET WRF LINET WRF LINET WRF

Active 1.9 1.5 1.1 2.7 2.1 4.0
Break 4.0 3.0 1.5 3.7 6.0 11.1

aFlash rates are in fl/min.
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was closest to the time mean profile seen in Figure 3 (red
curve). We visually inspected each of the 19 deep updraft
columns and manually recomputed the updraft speed profile
along an axis defined by the maximum updraft speed at
each level contiguous with the upward motion at the level
below. About half of the deep convective columns have
slightly tilted updrafts. The resulting adjusted profile sug-
gests that the procedure we use to define the updraft speeds
may underestimate the true speed but only by �1 m/s,
mostly between 600 and 300 mbar. Thus, the active-break
differences in Figure 3 appear to be a fairly accurate
portrayal of the WRF cloud-scale dynamics.

5.4. GISS SCM Simulations

[36] Figure 10 shows mean updraft speeds and entrain-
ment rate profiles for the SCM for each subperiod using the
Gregory [2001] entrainment rate formula (2) and different
values of the free parameter C. For comparison, Figure 10
also shows the corresponding weq profiles derived from the
WRF. For the nominal values of C (0.3, 0.6 for the first and
second plumes, respectively) wc is too strong above the
freezing level during the active period and too weak during
the break period, and convection penetrates too high during
the suppressed monsoon. Entrainment rates during the
active and suppressed monsoon periods are �100%/km

near cloud base and decrease upward, similar to those
inferred from a high-resolution CRM [Kuang and Bretherton,
2006]. However, the entrainment rate becomes very small
(<10%/km) above the 0�C level versus �20%/km in the
Kuang and Bretherton simulation, and this adversely impacts
SCM updraft strength and penetration. This possible under-
estimate of entrainment may especially be important during
the suppressed monsoon, when the midlevel environment
was very dry (Figure 1) and buoyancyweak. During the break
period much stronger entrainment occurs near �800 mbar,
which prevents the SCM updraft from accelerating to the
speeds simulated by the WRF above. Above the �250 mbar
level, the updraft speeds accelerate to unrealistically high
values in each subperiod.
[37] In the parent GCM, this parameterization is able to

qualitatively capture observed updraft speed differences
between weak oceanic and strong continental convection
[Del Genio et al., 2007]. The TWP-ICE subperiod differ-
ences are more subtle and apparently beyond the scheme’s
capability to capture with a single parameter setting. We
therefore explored the SCM’s sensitivity to different values
of C. Higher values for the two plumes (0.6, 0.9) reduce the
excessive upper troposphere wc during the active period to a
more reasonable value and somewhat limit penetration
depth during the suppressed monsoon, but at the expense

Figure 8. Equivalent mean updraft speed profiles for the sensitivity tests to (top) WRF physics and
(bottom) resolution for the active, suppressed monsoon, and break periods.
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of underestimating the speed in the midtroposphere and
further degrading the break period performance. Lower
values of C (0.1, 0.3) produce a reasonable wc profile for
the break period up to 300 mbar but make the active and
suppressed monsoon profiles worse. Replacing the old
microphysical properties with the new ones has little effect
on wc. Table 4 shows the number of deep convective events
simulated by the WRF (defined as the number of 30-min
periods with at least one occurrence within the domain)
versus that for the SCM for each subperiod. Deep convec-
tion in the WRF is widespread during the active phase and
considerably less frequent during the suppressed monsoon
and especially the break period, consistent with a variety of
TWP-ICE observations. The SCM with the Gregory scheme
best parameter settings tends to underpredict deep convec-
tion during the active period but overpredicts it at other
times, especially during the suppressed monsoon.
[38] Figure 11 shows the corresponding behavior of the

SCM using the Neggers et al. [2002] entrainment formula
given by (3). We first tried the Neggers et al. scheme using
values of its free parameter h that Neggers et al. used for
shallow convection (0.9, 1.2 for the two plumes). Table 4
shows that these values produce little deep convection, and
none at all during the break phase. Significantly lower
values of h perform better, however. The active phase wc

profile is reasonably well simulated at all altitudes for h =
(0.3, 0.4), the suppressed monsoon with values of (0.2, 0.3),
and the break with values of (0.1, 0.2). The entrainment
rates for the Neggers et al. scheme are somewhat greater in

the middle troposphere than those for the Gregory scheme,
less noisy overall, and more in line with those inferred by
Kuang and Bretherton [2006], which perhaps explains its
slightly better performance. Table 4 shows that the SCM
with the Neggers et al. entrainment produces less frequent
deep convection than the WRF during the active period but
more frequent during the break phase.
[39] The T and r error profiles for the SCM with respect to

the ARM advective forcing data set are shown in Figure 12.
SCM errors are generally <1 K and <1 g/kg at most
altitudes for all three subperiods for either entrainment
scheme. The exception is the boundary layer, where the
SCM produces a near-surface dry bias and compensating
moist bias �50–100 mbar above, and a 1–2 K near-
surface warm bias. The problems are worst for the sup-
pressed monsoon phase. The WRF simulations do not
show similar error profiles (Figures 2 and 9).
[40] We believe that the SCM errors are partly related to

the complex coastal environment in which TWP-ICE was
conducted. The ARM SCM forcing domain is centered over
land, but the sounding array includes several coastal stations
and one ship [May et al., 2008]. Thus the region is
influenced by subgrid-scale sea breeze circulations and
mesoscale convergence that sometimes drive the convec-
tion, for examaple, over the Tiwi Islands during the break
period. This effect of surface heterogeneity cannot be
captured by an SCM. It also affects the advective forcing
that drives the SCM. Figure 13 (left) shows 1800 local time
mean low-level soundings for the break period for each

Figure 9. (top) Equivalent mean updraft speeds and (bottom) temperature biases relative to the SCM
forcing for the three subperiods from WRF-ORIG and WRF-ARM with the Thompson scheme and
50-layer vertical resolution.
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sounding array location, and the resulting mean profile for
the ARM forcing data set. The two inland stations (Point
Stuart and Mt. Bundy) show an approximate mixed layer
structure up to �850–900 mbar, while the coastal and ship
soundings are much more stable below the 900 mbar level.
The ARM forcing data set profile is intermediate between
the inland and coastal/ship profiles but its stability resem-
bles the latter. The diurnal variation of the ARM forcing
profile (not shown) is weak, in keeping with its apparent
maritime/coastal character.
[41] The SCM break period diurnal cycle is shown for

comparison in Figure 13 (middle). The Darwin grid point in
the GISS GCM is almost totally continental. During the
night and early morning its stability resembles that for the
coastal/ship locations, but as the day progresses the land
surface warms and the mixed layer deepens. This resembles
the observed behavior at the inland stations but is not
present in the ARM forcing data. This appears to be one
source of the SCM temperature error and the resulting
turbulent mixing is likely responsible for the dipole error
pattern in the mixing ratio. We repeated the SCM runs with
several experimental subdomain forcing data sets compiled

from regional subsets of the sounding array by S. Xie
(personal communication, 2007), but these are only slightly
different from the nominal forcing and have little effect on
our results. We also tried replacing the land surface in the
SCM with an ocean surface identical to that at a nearby grid
point and letting the SCM calculate its own surface fluxes.
In this run the break period mixing ratio error decreases to
�0.2 g/kg or less and the surface temperature error to <1 K

Figure 10. (top) Deep convective updraft speed profiles and (bottom) entrainment rate profiles for each
subperiod from SCM runs using the Gregory [2001] entrainment rate formula with different values of the
free parameter C and the old versus new microphysical properties. The top panels include the weq profile
from the WRF Thompson-50 run for comparison. E.m.n in the legend indicates C = 0.m, 0.n for the two
plumes.

Table 4. Number of Deep Convective Events in Each Subperiod

as Simulated by the WRF 50-Layer Run With the Thompson

Microphysics, and for the SCM With the New Microphysical

Properties and With Various Values of the Free Parameters C and h
in the Gregory [2001] and Neggers et al. [2002] Entrainment

Formulas

Number of
Events

Gregory Neggers

WRF 0.1/.3 0.3/.6 0.6/.9 0.1/.2 0.2/.3 0.3/.4 0.9/1.2

Active 116 116 93 71 100 74 56 15
Suppressed
monsoon

33 119 86 63 81 52 4 1

Break 17 39 26 13 39 18 13 0
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(Figure 12), because the SCM diurnal cycle of boundary
layer temperature and depth is much weaker than in the
nominal run (Figure 13). On the other hand, the same
change applied to the suppressed monsoon period produces
less improvement in the low-level T and r errors, and almost
none at all during the active period (whose diurnal cycle is
weak). Thus, we interpret the errors in Figure 12 as partly
the result of the complex geography near Darwin, depend-
ing on the time period involved, but remaining errors may
be due to shortcomings in the SCM physics.
[42] The ice microphysics changes we tested had little

effect on the SCM updraft speed profiles because the
temperature and moisture contributions to the buoyancy in
the TWP-ICE environment overwhelm the negative effect
of ice condensate loading. However, the microphysics
changes do have a significant impact on the convective
hydrometeor profile itself. This is a significant issue for
GCMs, since one of the motivations for TWP-ICE was to
understand how convective strength influences detrainment
into the areally extensive anvil clouds that may influence
cloud feedback [May et al., 2008]. Figure 14 shows the
SCM hydrometeor water content profile for the best param-
eter settings for the Neggers et al. scheme for the active and
break periods, for both the old and new microphysical
properties. With the old microphysical properties there is

a minimum in water content at 400–500 mbar, and the
break profile actually has less water content than the active
profile above the 0�C level until convection reaches the
300 mbar level. This is at odds with the analogous WRF
profiles in Figure 6 (although the WRF profile is also
sensitive to the microphysics scheme used) and with the
greater C-POL radar reflectivities above the freezing level
during the break period. The newmicrophysical properties all
act to produce greater particle fall speeds above the freezing
level, because (1) supercooled liquid replaces ice between 0
and �15�C, (2) more graupel and less low-density ice is
assumed at higher altitude as updraft speeds increase, and
(3) more graupel and low-density ice particles have large
fallspeeds because of changes in the size distribution and the
size-fallspeed relation. Thus, fewer hydrometeors are lofted
into the upper troposphere, more are detrained in the middle
troposphere, the break profile has more hydrometeor water
content above the freezing level than the active, and the
profiles for both periods exhibit less of a midtroposphere
minimum, making them more similar to the WRF profiles.
[43] The overall in-cloud water content in the SCM

exceeds that in the WRF, but for the SCM this quantity is
derived from the fundamental predicted quantity, the grid-
box mean water content. It is thus subject to both errors in
the estimated convective cloud fraction, which we diagnose

Figure 11. As in Figure 10 but for the Neggers et al. [2002] entrainment rate formula with different
values of the free parameter h. E.m.n in the legend indicates h = 0.m, 0.n for the two plumes.
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Figure 12. Vertical profiles of SCM water vapor mixing ratio and temperature differences with respect
to the SCM forcing data set for each subperiod and for runs with the Gregory [2001] and Neggers et al.
[2002] schemes. For the Neggers et al. scheme results are also shown for runs using an ocean surface.

Figure 13. (left) Lower troposphere mean potential temperature profile at 1800 local time for the break
period in the SCM forcing data set and for each of the five individual sounding locations in the TWP-ICE
domain. Abbreviations are used to identify the sounding stations: PS, Point Stuart; SHIP, Ship Station;
GP, Garden Point; CD, Cape Don; MB, Mount Bundy. (middle) SCM mean potential temperature profiles
for the break period in the E.1.2_Neggers_new run at different times of day. (right) Similar to the middle
panel but for a run with an ocean surface.
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from the updraft speeds and mass flux but which is poorly
constrained observationally, and errors in convective fre-
quency of occurrence seen in Table 4.

6. Discussion and Conclusions

[44] The WRF model is able to capture both the differ-
ences in convective updraft strength between the active and
break periods of the TWP-ICE experiment, with weak
updrafts for the active period and strong updrafts for the
break period, and also the depth of the primarily middle-
level convection observed for the suppressed monsoon
period. For the break period, the updraft speed is moderately
sensitive to changes in resolution and parameterizations
above the freezing level, but it is relatively insensitive to
such changes during the active period. Overall, the ability of
the WRF model to differentiate the subperiods only on the
basis of differences in the thermal structure is quite robust.
Simulations with different CRMs, and runs at extremely
high resolution, will be required to determine whether these
findings are model-specific, for example, whether the
WRF’s underestimate of CAPE is fundamental to this model
or a symptom or errors in the forcing. However, we suggest
that the WRF may provide a useful benchmark for evalu-
ating parameterizations of updraft speed and entrainment
rate for use in GCMs.
[45] The GISS SCM diagnostic updraft speed parameter-

ization is able to capture the different convective strengths
and penetration depths in the TWP-ICE subperiods using
either the Gregory [2001] or Neggers et al. [2002] entrain-
ment rate scheme, but only if the free parameter in each
scheme is properly selected. This is a roadblock for imple-
menting either scheme in a GCM, because cumulus param-
eterizations must decide on the entrainment rate when a
parcel forms from boundary layer air, before its ultimate
depth and strength are known. Some GCMs try to anticipate
this using first guess undilute ascent estimates or large-scale

environmental indicators [Jakob and Siebesma, 2003; A. V.
Maidens et al., Improving mass-flux profiles in the Greg-
ory-Rowntree convection scheme using adaptive detrain-
ment, submitted to Quarterly Journal of the Royal
Meteorological Society, 2009], but such approaches are in
principle unsatisfactory, since the entrainment rate
determines convection strength and depth.
[46] The sense of our results, taking the runs with the

Neggers et al. [2002] mixing as an example, is that
entrainment must be weakest during the break phase,
slightly stronger during the less penetrative suppressed
monsoon, and both must be much weaker than that simu-
lated by Neggers et al. for shallow cumulus. Although we
varied the free parameter h to accomplish this, the implica-
tion in the context of Neggers et al.’s approach is that their
eddy turnover time t should be an increasing function of
convection depth. This is actually consistent with the
behavior of their LES model [Neggers et al., 2002,
Figure 4], albeit only documented over a small range of
depths. Kuang and Bretherton [2006] in fact find that near
cloud base, entrainment is weaker in their deep convection
case than in their shallow cumulus case. One possible
explanation is the deeper boundary layer that occurs in
deep convective environments, which produces larger tur-
bulent eddies that are less subject to entrainment dilution
[Tokioka et al., 1988]. The deepening of the SCM PBL over
the course of the day seen in Figure 13 suggests that the free
parameter in either entrainment scheme might usefully be
scaled inversely with the boundary layer depth (as originally
suggested by Tokioka et al.) to produce weaker entrainment
in environments that produce deeper, more vigorous
convection.
[47] Another possibility is that boundary layer cold pools

formed by downdraft outflow organize convergence at the
gust front, producing larger eddies that entrain less and
allow convection to transition from shallow to deep
[Tompkins, 2001; Khairoutdinov and Randall, 2006; Kuang
and Bretherton, 2006]. This might explain the seemingly
anomalous result from our SCM simulation of the active
period, which requires stronger entrainment to produce a
reasonable updraft speed profile than that needed during the
break period despite comparable convection depth. Down-
drafts may be less likely to form by mixing with the humid
environment of the active period than with the drier air into
which the break convection ascends. With less evaporation
resulting from such mixing and a less unstable lapse rate
during the active phase, downdrafts may be weaker and
produce a smaller cold pool temperature anomaly. In
addition (as suggested by a reviewer), the warmer daytime
surface temperature during the break period may create a
greater temperature contrast between the cold pools and
their surrounding environment than during the active peri-
od, when the diurnal cycle was weaker, and this may affect
the size of the eddies that result. In principle such effects
can be diagnosed from the downdrafts already parameter-
ized in the SCM.
[48] The SCM produces excessive updraft speeds above

the �250 mbar level, regardless of entrainment rate. The
Gregory [2001] diagnostic equation for wc (1) incorporates
a drag term proportional to the cumulus detrainment rate
D(z) that is intended to mimic the effect of downward
cloud-scale pressure gradient forces in the decelerating

Figure 14. SCM hydrometeor water content profiles for
the active and break periods, using the best case for each
from the Neggers et al. [2002] scheme and the old versus
new microphysics.
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region at high altitude. The GISS cumulus parameterization,
however, detrains only at the cloud top level of each plume,
so this term is ineffective. Several options exist for improv-
ing this aspect of the scheme. We might also include mixing
detrainment at all model levels, or at least levels at which
cloud-environment mixtures do not form negatively buoy-
ant downdrafts. Another possibility is to account implicitly
for the full spectrum of plume heights by replacing the
cloud top forced detrainment with an ‘‘adaptive detrain-
ment’’ that acts continuously with height as parcel buoy-
ancy decreases (Maidens et al., submitted manuscript,
2009). In principle the best approach would be to parame-
terize the cloud-scale pressure gradient force directly as a
function of grid-scale variables using the WRF simulations
as a diagnostic tool, but whether this force is directly
parameterizable remains to be determined.
[49] Finally, we note that the SCM with the new micro-

physical properties indicates that stronger convection lofts
more hydrometeors into the upper troposphere and thus
should detrain more ice into anvil clouds. In the WRF, one
microphysics scheme produces more condensate in the
middle troposphere during the break phase and two others
produce more in the upper troposphere. C-POL data indi-
cate that a much greater fraction of the radar area is covered
by rain and anvil cloud during the active phase than during
the break, with the ratio of the total rain (total rain + anvil
cloud) area to the convective rain area being 4.9 (7.6) during
the active period versus only 3.5 (5.9) for the break period
[Frederick and Schumacher, 2008, Table 2]. However, this
may reflect differences between subperiods in the frequency
of convective events, the mesoscale condensation source,
wind shear, and tropospheric humidity, as opposed to differ-
ences in the efficiency of detrainment per convective event.
A better indicator of detrainment efficiency (suggested by a
reviewer) might be the higher cloud tops and especially the
thicker mixed anvil during the break period [Table 1 of
Frederick and Schumacher, 2008]. The fundamental TWP-
ICE question of the link between convection strength
and upper level cloudiness thus remains an open ques-
tion, requiring a complete water budget analysis for each
subperiod.
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